Data-Driven Reduction for a Class of Multiscale Fast-Slow Stochastic Dynamical Systems
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Abstract. Multi-time-scale stochastic dynamical systems are ubiquitous in science and engineering, and the reduction of such systems and their models to only their slow components is often essential for scientific computation and further analysis. Rather than being available in the form of an explicit analytical model, often such systems can only be observed as a data set which embodies dynamics on several time scales. We focus on applying and adapting data-mining and manifold learning techniques to detect the slow components in a class of such multiscale data. Traditional data-mining methods are based on metrics (and thus, geometries) which are not informed of the multiscale nature of the underlying system dynamics; such methods cannot successfully recover the slow variables. Here, we present an approach which utilizes both the local geometry and the local noise dynamics within the data set through a metric which is both insensitive to the fast variables and more general than simple statistical averaging. Our analysis of the approach provides conditions for successfully recovering the underlying slow variables, as well as an empirical protocol guiding the selection of the method parameters. Interestingly, the recovered underlying variables are gauge invariant—they are insensitive to the measuring instrument/observation function.
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1. Introduction. We often encounter (whether in model simulations or in experiments) complex, multiscale dynamical systems that can be effectively simplified, or reduced; that is, one can, at least in principle, write predictive equations in terms of a smaller set of state variables. This situation typically arises in systems containing several disparate time scales; if we are interested in studying the long-term dynamics, we may not want/need to resolve...
the fast time scales. The term closure is used in this context (one can avoid a full dynamic description of both fast and slow state variable dynamics by modeling the effect of the fast variables on the dynamics of the slow variables): model equations close at the level of the slow variables only.

Figure 1 illustrates two distinct realizations of this problem: Figure 1(a) arises in a prototypical deterministic singularly perturbed case of two coupled ordinary differential equations (ODEs), where the value of the fast variable is quickly slaved to the value of the slow one. The two-dimensional dynamics are quickly attracted and then slowly evolve on a reduced-dimensional “slow manifold.” Figure 1(b) arises in a prototypical stochastic Markovian model of two coupled stochastic differential equations (SDEs): a slow SDE and a fast SDE. Here one may argue that it is the statistics of the fast variable that become quickly slaved to the value of the slow variable. Resolving the dynamics of all state variables—fast as well as slow—at all relevant scales can be challenging, especially when an accurate model of the system is not known and we have only observation data.

In this paper we focus on finding a description that is visually evident in the caricatures of Figure 1: the reduction in dimensionality (from two to one) is clear in the data of Figure 1(a), and observing the data points immediately suggests the possibility of a reduced, one-dimensional description. Yet, inspection of the data in Figure 1(b) (without additional dynamical information) does not suggest that a reduced effective description may be possible. The coloring of the data by time in Figure 1(b) does, however, suggest that the actual instantaneous $x_2$ value does not contribute to the macroscale evolution, and that, therefore, a (slow) description might be formulated knowing only the $x_1$ values. As the formal mathematics for reduction of this class of systems suggests, it is the average (the “statistics”) of the fast dy-

Figure 1. (a) Schematic of a two-dimensional, two-time-scale ($\tau_1 = 50$ and $\tau_2 = 2$) ordinary differential equation system where the value of $x_2$ becomes slaved to the value of $x_1$. In such an example, traditional data-mining algorithms are sufficient to recover the slow variable. (b) Schematic of a two-scale, two-dimensional stochastic dynamical system where the statistics of $x_2$ become slaved to $x_1$. In such an example, traditional data-mining algorithms will not recover the slow variable if the variance in the fast variable is too large.
Figure 2. (a) Example of observed data $y(t) = f(x(t))$. (b) Data from (a), transformed to remove the effect of the function $f$. (c) Data from (b), rescaled so that the fast direction is collapsed. The Mahalanobis distance between the $y$ data approximates the Euclidean distance between the $z$ data without explicitly constructing the above transformations.

Our introduction so far has been in terms of only data and schematic caricatures, and, deliberately, no equations have been given. When explicit models of dynamical systems (whether deterministic or stochastic) are available, there exists a broad and deep arsenal of techniques for establishing conditions under which a multi-time-scale dynamical system is effectively reducible. See, for example, Mori–Zwanzig theory [34, 52], singular perturbations theory/slow manifolds for fast-slow systems of ODEs in, e.g., [24, 37], Khasminskii theory for systems of SDEs [28, 6, 35], as well as many others [4, 8, 22]. This approach also includes techniques that (in some cases) construct/approximate the effective reduced model (the effective equation’s right-hand side, deterministic or stochastic): given, for example, a system of ODEs with an explicit functional form, one can make numerical approximations, such as the quasi-steady state approximation [40] or the partial equilibrium approximation [17] to reduce the system dimensionality. There has been some recent analytical work on extending and generalizing...
such ideas to more complex systems of equations, e.g., [1, 5, 11, 12, 21, 36, 44]. We remark that for well-studied systems, one often has some a priori knowledge of the appropriate observables (such as phase field variables) with which to formulate the reduced dynamics [7, 50]. Yet, such observables may not be immediately obvious upon inspection (to the researcher) for new complex systems.

The particular class of “effectively reducible” systems we target here is (or can be usefully approximated by) the class of systems of (nonlinear) SDEs with additive Brownian noise [33, 32]. More specifically, we refer to systems for which the averaging conditions analyzed in Khasminskii [28, 6] are assumed to hold, so that a meaningful (approximate) effective reduced SDE with white additive noise (or a meaningful ODE) exists. Our particular method relies crucially on an additional property that further narrows our target system class: we need to assume that the (unavailable) reduced effective SDE has constant, decoupled additive noise terms (or that it can be smoothly and invertibly transformed to such an SDE system). This latter feature has also been described as “reducible diffusions” in the literature [1]; note, however, that in this context “reduction” refers to the simplicity of uncoupling the noises, and not to the reduction in the number of variables.

Our work starts with the assumption that the observations/measurements come from such a reducible multi-time-scale stochastic system (reducible both in terms of the number of slow variables and in terms of noise “simplicity”). We have no equations and do not aspire to derive them; we have no way of proving that the unavailable equations are indeed reducible, nor do we aspire here to test this assumption based on data. Yet some of the main mathematical constructions involved in the relevant proofs (such as the fast sampling of a quasi-equilibrium measure by the fast stochastic variables, whichever they happen to be) do play a role in our data-mining computations. Moving averages and subsampling, for example, have also often been used in simple cases as appropriate functions of variables in which to formulate slow lower-dimensional models [36]. Data-based hypothesis testing and the design of experiments/computations to collect additional observations for that purpose are vital and are only mentioned here; we plan to address these issues in the future.

We employ established manifold learning techniques, in particular, diffusion maps, to process observations from our target class of multiscale stochastic dynamical systems. The main enabling extension is the introduction of an appropriate metric between observation points, informed by the local noise dynamics. At the heart of most manifold learning methods lies a notion of similarity between data points, usually through a distance metric [2, 9, 10, 38, 48]. These pairwise distances are then integrated into a global parametrization of the data, typically through the solution of an eigenproblem. Standard “off-the-shelf” manifold learning techniques which utilize the Euclidean distance are not appropriate for analyzing our type of data, since this metric does not account for the disparate time scales. Research efforts have addressed the construction of more informative distance metrics, which are less sensitive to noise and can better recover the true underlying structure in the data by suppressing unimportant sources of variability [3, 19, 39, 41, 51]. The Mahalanobis distance is one such metric. It has been shown that the Mahalanobis distance can remove the effect of observing the underlying system variables through a complex, nonlinear function [14, 42, 45]. Here, we will build on the knowledge of how to remove the effects of such nonlinear observation functions, so as to usefully “unscramble” the slow and fast stochastic variables, paving the
way to model reduction. Our approach will build a parametrization of the data which is consistent with the underlying slow variables.

Nonlinearity in the context of manifold learning does not refer to whether the right-hand side of the model equations (in either the original or the transformed variables) may be linear or nonlinear; both are equally acceptable in our case. In our context, it is the nonlinearity of the reduced manifold in the original embedded space that is important for parsimonious reduction (as opposed to, say, linear data reduction to hyperplanes through principal component analysis). It is remarkable that yet a third nonlinearity (the nonlinearity of the observation transformation) almost miraculously disappears when the Mahalanobis metric is incorporated into the diffusion map harmonic analysis machinery.

This paper is organized as follows. In section 2, we present the notation used in this paper. In section 3, we introduce a modified version of the Mahalanobis distance and discuss its properties as well as its specific role in model reduction. In section 4, diffusion maps, the particular manifold learning method used in this paper, are described. In section 5, we present detailed analysis for our method and provide conditions under which it will successfully recover the slow variables. Furthermore, based on this analysis, we present data-driven protocols to appropriately tune the parameters of the method. Finally, in section 6 we show experimental results on illustrative examples.

We note that our presentation and discussion addresses two-time-scale stochastic systems; it is straightforward (even if nontrivial) to “telescope” the approach to similar systems with multi-time-scale separations [18]. Indeed, if there are $n_1$ “slow” variables, followed by $n_2$ “faster” variables (after a “$1/\epsilon_1$ gap”) as well as $n_3$ “even faster” variables (after another “$1/\epsilon_2$ gap”), we can observe short bursts of the data over appropriate “very short” time scales (corresponding with the second gap), so as to furnish us with an $(n_1 + n_2)$-dimensional effective model. Then, by observing the results over appropriately short (but not as short as before) time scales, associated with the first gap, the procedure will produce a final $n_1$-dimensional model.

One final note before starting: in this paper we are going to assume that “sufficient data” are always available, either in advance or because we can always generate them as necessary. This is natural when we want to reduce multiscale simulation data and have available the “fine scale” code that produces them.

2. Notation. In our setting, we observe samples $y(t_1), \ldots, y(t_N)$ from a stochastic dynamical system $y(t)$ collected at times $t_1, \ldots, t_N$. For our class of “doubly reducible” systems, we assume that there exists a nonlinear coordinate transform $f$ such that $y(t) = f(x(t))$, where $x(t)$ is the following autonomous two-time-scale system of SDEs:

$$
\begin{align*}
\dot{x}_i(t) &= a_i(x(t))dt + dW_i(t), & 1 \leq i \leq m, \\
\dot{x}_i(t) &= a_i(x(t)) \frac{dt}{\epsilon} + \frac{1}{\sqrt{\epsilon}} dW_i(t), & m + 1 \leq i \leq n,
\end{align*}
$$

where $a_i(x)$ are (in general nonlinear) functions that satisfy the conditions of SDE reducibility in [28], $W_i(t)$ are independent standard Brownian motions, $x(t) = [x_1(t) \cdots x_n(t)]^T \in \mathbb{R}^n$, and $\epsilon \ll 1$. The exposition here is only for (underlying) systems with additive Brownian noise (or systems that can be effectively modeled by them). The parameter $\epsilon$ induces a separation...
of time scales such that \( O(1) \) changes in \( x_1, \ldots, x_m \) occur over times scales \( O(1) \), and \( O(1) \) changes in \( x_{m+1}, \ldots, x_n \) occur over time scales \( O(\epsilon) \).

Our goal is to extract a parametrization of the observed data \( y(t) \) that is consistent with the underlying slow variables \( x_1, \ldots, x_m \). In order to factor out the effects of the nonlinear observation function \( f \), we further assume that \( g = f^{-1} \) is well defined on the image of \( f \), and both \( f \) and \( g \) are continuously differentiable to fourth order. For the examples presented here, we have \( f : \mathbb{R}^n \rightarrow \mathbb{R}^n \); however, we note that in general, the function \( f : \mathbb{R}^n \rightarrow \mathbb{R}^d \). We have assumed an \( m \)-dimensional slow manifold embedded in \( \mathbb{R}^n \). Clearly, we need at least \( d = m \) measurement functions to accomplish this; Whitney embedding theorem guarantees that this can be done with \( d = 2m \) “generic” measurement functions, but we may well need less. Even if we have \( d < m \) measurements, we know that in specific cases (in the spirit of time-delay phase space reconstructions in dynamical systems) we can compensate for the dimensionality gap.

In terms of data requirements, we need to have observations spanning time intervals \( (O(1)) \) much larger than \( \epsilon \), to ensure that fast variables have had sufficient time to sample their “quasi-stationary” measure, while the slow variables have also had sufficient time to appreciably evolve. For the examples presented, the data \( y(t_1), \ldots, y(t_N) \) come from a single trajectory sampled at a uniform time interval \( dt \), i.e., \( t_i = i \cdot dt \), such that \( N dt \gg \epsilon \); some effects of the sampling time interval will be quantified below.

3. Local data-driven metric. In order to recover the slow variables from data, we will utilize a local metric that collapses the fast directions. Typically, such a metric averages out the fast variables. However, simple averages are inadequate to describe data which are observed through a complicated nonlinear function. Instead, we propose to use the Mahalanobis distance, which measures distances normalized by the respective variances in each local principal direction of the noise. Using this metric, we still retain information about both the fast and slow directions and can more clearly observe complex dynamic behavior within the data set.

If two points \( x_1 \) and \( x_2 \) are drawn from an \( n \)-dimensional Gaussian distribution with covariance \( C_x \), the Mahalanobis distance between the points is defined as [30]

\[
\|x_1 - x_2\|_M = \sqrt{(x_1 - x_2)^T C_x^{-1} (x_1 - x_2)}.
\]

Now, our data do not come from a given, stationary equilibrium distribution such as a Gaussian distribution, but rather they arise from observations of the stochastic dynamical system (2.1). In the spirit of the Mahalanobis distance (3.1), we will also define a “Mahalanobis distance” between our sampled points, in which the inverse covariance \( C_x^{-1} \) will be replaced by the average of the inverses of the two covariances of the distributions of the noise at the two state space points in question, and will be obtained by “freezing” time and sampling the two local noise distributions. It is important to explicitly notice that this is not the meaning one normally ascribes to the word “covariance” in the context of a time series. For a dynamical system like (2.1), and as we will discuss in some more detail below, if the time series sampling window is short enough and the sampling time step fine enough, the “usual” sample

\footnote{Note that it is equally informative to call it a “measurement” function.}
covariance could be used to estimate our “local noise covariance”; yet, we reiterate, to avoid confusion, that the covariance in our Mahalanobis distances is the local noise covariance. We estimate it, as we discuss below, by many parallel short trajectories starting at the same point; conceptually, it could also be estimated from a single, short enough, finely enough sampled interval of the time series.

In (2.1) the noise covariance does not depend on \( x \); i.e., \( \mathbf{C}_x^{-1} = \text{diag}(e_1, \ldots, e_n) \) is a constant matrix, where

\[
(3.2) \quad e_i = 1, \quad 1 \leq i \leq m, \\
e_i = \epsilon, \quad m + 1 \leq i \leq n.
\]

As a result, the Mahalanobis distance (3.1) between any two samples of the system \( \mathbf{x}_1 \) and \( \mathbf{x}_2 \) (sampled at some \( t_1 \) and \( t_2 \), respectively) is given by

\[
(3.3) \quad \| \mathbf{x}_2 - \mathbf{x}_1 \|_M^2 = \sum_{i=1}^{n} e_i ((x_2)_i - (x_1)_i)^2,
\]

where \((x)_i\) denotes the \( i \)th coordinate of \( x \). Note that the metric in (3.3) is less sensitive to variations in the fast variables: it can be rewritten as

\[
(3.4) \quad \| \mathbf{x}_2 - \mathbf{x}_1 \|_M^2 = \| \mathbf{z}_2 - \mathbf{z}_1 \|_2^2,
\]

where \( \mathbf{z}_1 \) and \( \mathbf{z}_2 \) can be viewed as samples from a stochastic process \( \mathbf{z}(t) \) of the same dimension as \( \mathbf{x}(t) \), rescaled so that each variable has unit diffusivity; i.e., the relation between their coordinates is given by

\[
(3.5) \quad z_i = \sqrt{e_i} x_i.
\]

The relation described in (3.4) can be interpreted from two standpoints. From a data analysis standpoint, the Mahalanobis distance provides a data-driven, constructive way to normalize the sampled data from the system into a space where the diffusion is a unit diffusion (as guaranteed for reducible systems by [1]). From a dynamical system point of view, (3.5) implies that in this normalized space, the fast variables \((m + 1 \leq i \leq n)\) are collapsed by a factor of \( \sqrt{\epsilon} \), whereas the slow variables \((1 \leq i \leq m)\) remain unchanged, thereby achieving slow-fast reduction in a purely data-driven manner.

Further intuition regarding the effect of the Mahalanobis distance can be drawn from the following description. Consider a short burst of simulations of (2.1) over time scale \( \delta t = o(\epsilon) \). The collection of these bursts yields a cloud of samples which is broadly distributed \((\mathcal{O}(1))\) in the last \( n - m \) fast directions but narrowly distributed \((\mathcal{O}(\epsilon))\) in the first \( m \) slow ones. In the Mahalanobis distance, this cloud of samples can be “summarized” by the covariance of the local noise, and the inverse of this covariance matrix collapses the fast directions, while leaving the slow directions unchanged.

As previously mentioned, in what we propose to accomplish we will not have access to the original variables \( \mathbf{x}(t) \) from the underlying original SDE system (2.1); instead, we will have nonlinear observations \( \mathbf{y}(t) = \mathbf{f}(\mathbf{x}(t)) \) that couple the (originally uncoupled) fast and slow
noise directions. The traditional Mahalanobis distance (3.1) is defined for a fixed covariance, whereas in the system $y(t)$, the covariance of the noise possibly changes as a function of position due to nonlinearities in the observation function $f$ and in the drift $a(x)$. Consequently, we use the following modified definition of a Mahalanobis-inspired distance between two samples $y_1$ and $y_2$ (sampled at some $t_1$ and $t_2$):

\begin{equation}
\|y_2 - y_1\|_M^2 = \frac{1}{2}(y_2 - y_1)^T \left( C^\dagger(y_1) + C^\dagger(y_2) \right) (y_2 - y_1),
\end{equation}

where $C(y_j)$ is the covariance of the noise of the observed stochastic process at the point $y_j$, and $\dagger$ denotes the Moore–Penrose pseudoinverse (since $d$ may exceed $n$). In what follows, by abuse of terminology, we will sometimes refer to the distance in (3.6) simply as the “Mahalanobis distance.”

To motivate this definition of the Mahalanobis distance, we first consider the simple linear case where $f(x) = Ax$, with $A \in \mathbb{R}^{d \times n}$. The covariance of the observed stochastic process $f(x)$ is given by $C = AC_xA^T$. Let $A = U\Lambda V^T$ be the singular value decomposition (SVD) of $A$, where $U \in \mathbb{R}^{d \times n}$, $\Lambda \in \mathbb{R}^{n \times n}$, and $V \in \mathbb{R}^{n \times n}$. The pseudo-inverse of the covariance matrix is $C^\dagger = U\Lambda^{-1}V^T C_x^{-1}V\Lambda^{-1}U^T$. Consequently, the Mahalanobis distance (3.6) is reduced to

\begin{equation}
\|y_2 - y_1\|_M^2 = (y_2 - y_1)^T C^\dagger(y_2 - y_1)
= (x_2 - x_1)^T A^T C_x^{-1} A (x_2 - x_1)
= (x_2 - x_1)^T V\Lambda U^T U\Lambda^{-1} V^T C_x^{-1} V\Lambda^{-1} U^T U\Lambda V^T (x_2 - x_1)
= (x_2 - x_1)^T C_x^{-1} (x_2 - x_1)
= \|x_2 - x_1\|_2^2.
\end{equation}

Hence, our modified Mahalanobis distance between samples of $y(t) = f(x(t))$ (3.6) allows us to obtain the Euclidean distance between samples of the rescaled variables $z$, where the fast coordinates are collapsed. This would have also been the result achieved by the traditional Mahalanobis distance (3.4), applied directly to the unavailable samples of $x(t)$.

For general nonlinear observation functions $f$, it was shown in [42] via Taylor expansion that the Mahalanobis distance (3.6) between the samples from the accessible system $y(t) = f(x(t))$ approximates the Euclidean distance between samples of the rescaled variables $z(t)$, provided that $f$ is bi-Lipschitz.

The Mahalanobis distance incorporates information about the dynamics and relevant time scales, so that using traditional data-mining techniques with this metric will allow us to detect the slow variables in our data [43]. In particular, because we integrate these distances into a manifold learning algorithm which effectively takes only local distances into account, we will recover a parametrization of the data which is consistent with the underlying system variables $x(t)$, even when the data are “obscured” by the nonlinear observation function $f$. But clearly from (3.8), this approximation will be accurate only when $\|y_2 - y_1\|_2^2 \ll \|z_2 - z_1\|_2^2$. This implies that our computations (and the resulting embeddings) are approximately gauge
invariant, i.e., they are (approximately) insensitive to the coordinate system (the measurement instrument, the observation function) used [49]. Following [42], in section 5.1 we provide a more detailed analysis of the error incurred by this approximation by exploiting the assumption that both \( f \) and \( f^{-1} \) are differentiable to fourth order.

Another source of error, which has not been addressed thus far in the exposition, stems from the fact that we do not know the (possibly varying) covariance matrix of the noise in the observed system \( y(t) \). Thus, in order to approximate the Mahalanobis distance (3.6) directly from data, the covariance matrix at each sample must be estimated. The error incurred due to this estimation is the focus of section 5.2.

4. Diffusion maps for global parametrization. In this section we describe the construction of a global parametrization of the data that embodies only their slow variable components, solely from the pairwise distances in (3.6). To accomplish this, we will use diffusion maps [9, 10], a kernel-based manifold learning technique. Diffusion maps are typically applied to high-dimensional data that happen to lie on low-dimensional, possibly nonlinear manifolds; for sufficiently densely sampled data, the technique will yield a parsimonious parametrization of this low-dimensional manifold. The parametrization is obtained through solving an eigenvector problem for the Laplace (or Laplace–Beltrami) operator on the data; the data should then be thought of as a (generally, irregular) discretization mesh on a manifold. The diffusion map problem is, in effect (and can be asymptotically proven to be [9]), an approximation of the Laplacian eigenproblem on this sampled manifold. Thus, a few leading eigenfunctions of the Laplace (or the Laplace–Beltrami) operator on a manifold can be used to parametrize it (see, for example, [23]).

In our case, however, the data are not just embedded in a high-dimensional ambient space; they actually are high-dimensional, since both the fast and the slow directions are extensively sampled by the dynamics. Using our particular Mahalanobis-inspired metric, we will in effect dramatically collapse the fast directions, making the data appear lower-dimensional (i.e., making them appear to lie on the subspace of the slow variables). This metric thus allows the local noise dynamics to inform the data-mining process, so that an intrinsic geometry of only the slow manifold is recovered.

Given \( N \) samples \( y_1, \ldots, y_N \) of the stochastic system \( y(t) \), we first construct the kernel matrix \( W \in \mathbb{R}^{N \times N} \), where

\[
W_{ij} = \exp\left(-\frac{\|y_i - y_j\|^2}{\sigma_{\text{kernel}}^2}\right), \quad i, j = 1, \ldots, N.
\]

Here, \( \| \cdot \| \) denotes the appropriate norm (in our case, the Mahalanobis distance (3.6)), and \( \sigma_{\text{kernel}} \) is the kernel scale and denotes a characteristic distance within the data set. Note that \( \sigma_{\text{kernel}} \) induces a notion of locality: if \( \|y_i - y_j\| \gg \sigma_{\text{kernel}} \), then \( W_{ij} \) is negligible. Therefore, we only need our metric to be informative within a ball of radius \( c\sigma_{\text{kernel}} \), where \( c \) is a constant of \( O(1) \). We then construct the diagonal matrix \( D \in \mathbb{R}^{N \times N} \), with

\[
D_{ii} = \sum_{j=1}^{N} W_{ij}, \quad i = 1, \ldots, N.
\]
We compute the eigenvalues $\lambda_0, \ldots, \lambda_{N-1}$ and eigenvectors $\phi_0, \ldots, \phi_{N-1}$ of the matrix $A = D^{-1}W$ and order them such that $1 = \lambda_0 \geq |\lambda_1| \geq \cdots \geq |\lambda_{N-1}|$. Note that $\phi_0 = [1 \ 1 \ \cdots \ 1]^T$ is the trivial eigenvector associated with $\lambda_0 = 1$; the next few eigenvectors provide embedding coordinates for the data, so that $(\phi_j)_i$, the $ith$ entry of $\phi_j$, provides the $jth$ embedding coordinate for $y_i$ (modulo higher harmonics which characterize the same direction in the data [16, 13]).

5. Estimation of the Mahalanobis distance. Errors in the estimation of the Mahalanobis distance from data arise from three sources. One source of error, addressed in section 5.1, stems from the approximation of the function $f$ locally as a linear function by truncating the Taylor expansion of $f$ at first order. We control this error due to the truncation of the Taylor expansion by adjusting $\sigma_{kernel}$ in the Gaussian kernel in (4.1); the higher-order terms in this expansion will be small for samples which are close enough, so, adjusting $\sigma_{kernel}$ will allow us to only use—in our diffusion map computational scheme—Mahalanobis distances which are sufficiently accurate approximations of the Euclidean distances between the true (unavailable, original) variables.

As already noted above, our Mahalanobis distance (3.6) cannot be computed directly since we do not know the covariance matrices. Instead, we need to estimate the covariances from data samples. Let $y(t_0)$ denote the sample, at time $t_0$, of the system $y(t)$. In this paper, we estimate the local covariance of the noise at $y(t)$, i.e., $C(y(t_0))$, empirically from a set of values $y(t_1), \ldots, y(t_q)$ drawn from the local distribution of the noise at $y(t_0)$, by running $q$ parallel, independent simulations for a sufficiently short duration of time $\delta t = o(\epsilon)$, each simulation starting from $y(t_0)$; we refer to this as a simulation burst. We note that one can also consider a single time series of length $q\delta t = o(\epsilon)$ starting from $y(t_0)$, and then estimate the covariance from the increments $\Delta y(t_i) = y(t_i) - y(t_{i-1})$. Although—for simplicity and convenience—we will present analysis and results only for the first type of estimation, the second case is more often encountered in practice. An additional source of error, discussed in section 5.2, will arise from disregarding the drift in the simulation bursts and assuming that the computation of the increments $\Delta y(t_1), \ldots, \Delta y(t_q)$ involves drawing from the same local distribution of the noise at $y(t_0)$. In the estimate we make, we control the error incurred by circumventing the variation of the drift through adjusting the time scale of our simulation bursts $\delta t$. The third source of error comes from finite sampling effects in the covariance estimation.

In this paper, we address and discuss the first two sources of error, whereas the finite sampling effects are the subject of future work. We present both analytical results for the error bounds, as well as an empirical methodology to set the parameters $\sigma_{kernel}$ and $\delta t$ for our method so as to accurately recover the slow variables. Figure 3 schematically illustrates how choosing the sizes $\delta t$ (or $q\delta t$ if the alternate method is used) and the parameter $\sigma_{kernel}$ affects the first two sources of error.

5.1. Error due to the nonlinearity of the observation function $f$. We define the error incurred by using the Mahalanobis distance in $y$ to approximate the distance in the “true” (uncoupled and rescaled) variables $z$ (3.5) as

$$E_M(y_1, y_2) = \|z_2 - z_1\|_2^2 - \|y_2 - y_1\|_M^2.$$ 

(5.1)

By Taylor expansion of $g(y) = f^{-1}(y)$ around $y_1$ and $y_2$ and averaging the two expansions,
we obtain

\[ E_M(y_1, y_2) = \frac{1}{2} \sum_{i=1}^{n} \sum_{jkl=1}^{d} \left( g_{i,(j)}(y_1)g_{i,(k,l)}(y_1) - g_{i,(j)}(y_2)g_{i,(k,l)}(y_2) \right) \]
\[ \times \left( (y_2)_j - (y_1)_j \right) \left( (y_2)_k - (y_1)_k \right) \left( (y_2)_l - (y_1)_l \right) \]
\[ + \frac{1}{6} \sum_{i=1}^{n} \sum_{jklm=1}^{d} \left( g_{i,(j,k)}(y_1)g_{i,(l,m)}(y_1) + g_{i,(j,k)}(y_2)g_{i,(l,m)}(y_2) \right) \]
\[ \times \left( (y_2)_j - (y_1)_j \right) \left( (y_2)_k - (y_1)_k \right) \left( (y_2)_l - (y_1)_l \right) \left( (y_2)_m - (y_1)_m \right) \]
\[ + \frac{1}{6} \sum_{i=1}^{n} \sum_{jklm=1}^{d} \left( g_{i,(j)}(y_1)g_{i,(k,l,m)}(y_1) + g_{i,(j)}(y_2)g_{i,(k,l,m)}(y_2) \right) \]
\[ \times \left( (y_2)_j - (y_1)_j \right) \left( (y_2)_k - (y_1)_k \right) \left( (y_2)_l - (y_1)_l \right) \left( (y_2)_m - (y_1)_m \right) \]
\[ + O\left( \|y_2 - y_1\|_2^6 \right). \]
where

\[
\begin{align*}
g_{i,(j)} &= \sqrt{e_i \frac{\partial g_i}{\partial y_j}}, \\
g_{i,(j,k)} &= \sqrt{e_i \frac{\partial^2 g_i}{\partial y_j \partial y_k}}, \\
g_{i,(j,k,l)} &= \sqrt{e_i \frac{\partial^3 g_i}{\partial y_j \partial y_k \partial y_l}}.
\end{align*}
\]

(5.3)

Singer and Coifman [42] showed that the error incurred by using the Mahalanobis distance to approximate the $L_2$-distance between samples of $z(t)$ is $O(\|y_1 - y_2\|^2_2)$ (see the accompanying supplementary materials file 100489_01.pdf [local/web 92.1KB] for details). We now see from (5.2) that the error is an explicit function of the second- and higher-order derivatives of $g = f^{-1}$ and the $L_2$-distance between samples of the observed system, i.e., $\|y_2 - y_1\|_2$. Note that this component of the overall error does not depend on the dynamics of the underlying stochastic process (as, in this subsection, we assume the covariance matrices of the noise of the system at each point are known), but is only a function of the observation function $f$ and the distance between the samples, $\|y_2 - y_1\|_2$. The parameter $\sigma_{\text{kernel}}$ in the diffusion map calculation determines how much $E_M$ contributes to the overall analysis. From (4.1), distances which are much greater than $\sigma_{\text{kernel}}$ are negligible in the diffusion map computation because of the exponential kernel. Therefore, we want to choose $\sigma_{\text{kernel}}^2$ on the order of $\|y_2 - y_1\|^2_M$ in a regime where $|E_M(y_1, y_2)| \ll \|y_2 - y_1\|^2_M$. This is illustrated in Figure 3, where we want to choose $\sigma_{\text{kernel}}$ small enough so that the curvature and other nonlinear effects (captured in the error term $E_M$) are negligible. This will ensure that the errors in the Mahalanobis distance approximation do not significantly affect our overall analysis.

On first inspection, it would appear that our analysis indicates that $\sigma_{\text{kernel}}$ should be chosen arbitrarily small. However, to obtain a meaningful parametrization of the data set, there must be a nonnegligible number of data samples within a ball of radius $\sigma_{\text{kernel}}$ around each sample. Therefore, the sampling density on the underlying manifold provides a lower bound for $\sigma_{\text{kernel}}$: what is a feasible (or a realistic) sampling density for a particular case is clearly problem dependent.

### 5.2. Error in the local noise covariance estimation due to nonconstant drift.

To compute the Mahalanobis distance in (3.6), we require $C$, the covariance of the noise of the observed stochastic process $y(t) = f(x(t))$. We use simulation bursts to locally explore the dynamics in order to estimate this local noise covariance at a point $y(t)$ from data [47, 46]. To emphasize the fact that time-dependent simulations are used to implement this local covariance estimation, in this section we use a slightly modified notation and explicitly note the time dependence of the samples involved. We write the elements of the estimated covariance matrix $\hat{C}(y(t), \delta t)$ as

\[
\hat{C}_{ij}(y(t), \delta t) = \frac{1}{\delta t} \left[ \mathbb{E} \left[ y_i(t + \delta t) y_j(t + \delta t) \mid y(t) \right] - \mathbb{E} \left[ y_i(t + \delta t) \mid y(t) \right] \mathbb{E} \left[ y_j(t + \delta t) \mid y(t) \right] \right],
\]

where $\delta t = o(\epsilon)$ is the length of the simulation burst with initial condition $y(t)$ and $\mathbb{E}[-]$ denotes the expected value.
Due to the drift in the stochastic process and the (perhaps nonlinear) observation function $f$, we incur some error by approximating the covariance at a point $y(t)$ using simulations of length $\delta t > 0$. Define the error in this approximation as

$$E_C(y(t), \delta t) = \hat{C}(y(t), \delta t) - C(y(t)).$$

By Itô–Taylor expansion of $f$ and $x(t)$ [29], the entries in the error matrix are given by

$$E_{C,ij}(x(t), \delta t)$$

$$= \frac{1}{\delta t} \sum_{k=1}^{n} f_{i,(k)}(x(t)) \mathbb{E} \left[ \int_t^{t+\delta t} \left( \int_{s_2}^{t+\delta t} f_{j,(k,0)}(x(s_1)) ds_1 + \int_t^{s_2} f_{j,(0,k)}(x(s_1)) ds_1 \right) ds_2 \right]$$

$$+ \frac{1}{\delta t} \sum_{k=1}^{n} f_{j,(k)}(x(t)) \mathbb{E} \left[ \int_t^{t+\delta t} \left( \int_{s_2}^{t+\delta t} f_{i,(k,0)}(x(s_1)) ds_1 + \int_t^{s_2} f_{i,(0,k)}(x(s_1)) ds_1 \right) ds_2 \right]$$

$$+ \frac{1}{\delta t} \sum_{k,l=1}^{n} \mathbb{E} \left[ \int_t^{t+\delta t} \left( \int_{s_2}^{s_2} f_{i,(k,l)}(x(s_1)) dW_{s_1,k} \right) \left( \int_t^{s_2} f_{j,(k,l)}(x(s_1)) dW_{s_1,k} \right) ds_2 \right]$$

$$+ O(\delta t^{3/2}),$$

where

$$f_{i,(k)} = \frac{1}{\sqrt{e_k}} \frac{\partial f_i}{\partial x_k},$$

$$f_{i,(k,l)} = \frac{1}{\sqrt{e_ke_l}} \frac{\partial^2 f_i}{\partial x_k \partial x_l},$$

$$f_{i,(k,0)} = \frac{1}{\sqrt{e_k}} \sum_{l=1}^{n} \left( \frac{\partial}{\partial x_k} \left( \frac{a_l(x)}{e_l} \frac{\partial f_i}{\partial x_l} \right) + \frac{1}{2e_l} \frac{\partial^2 f_i}{\partial x_k \partial x_l^2} \right),$$

$$f_{i,(0,k)} = \frac{1}{\sqrt{e_k}} \sum_{l=1}^{n} \left( \frac{a_l(x)}{e_l} \frac{\partial^2 f_i}{\partial x_k \partial x_l} + \frac{1}{2e_l} \frac{\partial^3 f_i}{\partial x_k \partial x_l^2} \right).$$

From (5.6), the error in the covariance is $O(\delta t)$ (as the integrals over $s_i$ are each $O(\delta t)$, and the $dW$ integrals are each $O(\sqrt{\delta t})$) and a function of the derivatives of the observation function $f$ and the drift $a$. To obtain accurate covariance estimation, we set $\delta t$ such that $\|E_C\| \ll \|C\|$ (as illustrated in the schematic of Figure 3). Note that in practice, we compute $\hat{C}(y(t))$ by running many parallel simulations of length $\delta t$ starting from the state space point $y(t)$, and then we use the sample average to approximate the expected values in (5.4). We therefore incur additional error due to finite sampling; as already stated, this error is ignored for the purposes of our analysis here, and quantifying it is the subject of future work.

Our analysis reveals that the errors decrease with decreasing $\delta t$; at first inspection, one would want to set $\delta t$ arbitrarily small to obtain the highest accuracy possible. However, often in practice, one cannot implement an arbitrarily refined sampling rate, and a smaller $\delta t$ will then result in fewer samples with which to approximate the local noise covariance.\(^2\) Therefore,

\(^2\)The work of Pavliotis and Stuart [36] about the need for subsampling in the estimation of multiscale diffusions may arise as yet another consideration in providing a lower bound for $\sigma_{kernel}$; we will not discuss this additional constraint any further here.
when also accounting for these finite sampling errors, one should take $\delta t$ as long as possible while still maintaining negligible errors from the observation function $f$ and the drift $a$.

6. Illustrative examples. For illustrative purposes, we consider the two-dimensional SDE

$$dx_1(t) = 3dt + dW_1(t),$$
$$dx_2(t) = \frac{x_2(t)}{\epsilon}dt + \frac{1}{\sqrt{\epsilon}}dW_2(t),$$

with $\epsilon = 10^{-3}$, as a specific example of (2.1). $x_1$ is the slow variable, and $x_2$ is a fast noise whose equilibrium measure is bounded and $O(1)$. Figure 4 shows data simulated from this SDE colored by time. We would like to recover a parametrization of this data which is one-to-one with the slow variable $x_1$.

The reader’s first reaction is that this is too simple an example (the drifts are too linear, too constant, too uncoupled, etc.), but it is selected for clarity of representation of what we perceive as the important issues; what we discuss will also be valid for “more generic” examples with drifts that are nonlinearly state-dependent. We offer one additional (small, but nontrivial) remark: this sense of simplicity, which one gets from inspection of the formula, would not be perceived if one were provided only with measurement data from this stochastic process, and our goal here is to develop a method that is data-driven, without knowledge of the underlying formulas. Consequently, we also do not attempt here to test (based on the data) whether the dynamical system that gave rise to the data is indeed “reducible” in both the sense of (a) being effectively describable by a lower-dimensional SDE, and (b) the existence of a variable transformation that renders the noise constant and diagonal. In this work we assume both of these “reducibilities” and proceed to effectively reduce the data. Testing these reducibilities, even with explicit formulas for the SDE, is case-dependent nontrivial research; formulating data-based tests for this hypothesis is clearly even more difficult and is—as far as we know—largely uncharted research territory.
6.1. Linear observation function. In the first example, our observation function $f$ will be the identity function,

$$
\begin{bmatrix}
  y_1(t) \\
  y_2(t)
\end{bmatrix} = f(x(t)) = \begin{bmatrix}
  x_1(t) \\
  x_2(t)
\end{bmatrix},
$$

(6.2)

$$
g(y(t)) = f^{-1}(y(t)) = \begin{bmatrix}
  y_1(t) \\
  y_2(t)
\end{bmatrix},
$$

where the fast and slow noise terms remain uncoupled. In this case, there is no error incurred due to the observation function $f$ ($E_M = 0$), as the second- and higher-order derivatives of $g$ are identically 0.

6.1.1. Importance of using the Mahalanobis distance. We want to demonstrate the utility of using the Mahalanobis distance compared to using the typical Euclidean distance. We compute the diffusion map embedding for the data in Figure 4, using both the standard Euclidean distance and the Mahalanobis distance for the computation of the kernel in (4.1). The data, colored by $\phi_1$ using the two different metrics, are shown in Figure 5. When using the standard Euclidean distance, which does not account for the underlying dynamics, the first nontrivial diffusion map coordinate visibly recovers the fast variable $x_2$; it would appear that data analysis suggests that the fast mode is the dominant factor (Figure 5(a)). In contrast, the slow variable is recovered as the dominant factor when using the Mahalanobis distance; indeed, the coloring in Figure 5(b) (where the data are colored by the first diffusion map coordinate) is consistent with the coloring in Figure 4 (where the data are colored by time).
6.1.2. Errors in covariance estimation. For the example in (6.2), the analytical covariance matrix is

\[ C(x(t)) = \begin{bmatrix} 1 & 0 \\ 0 & \frac{1}{\epsilon} \end{bmatrix}. \]

From (5.6), we find the error matrix

\[ E_C(x(t), \delta t) = \begin{bmatrix} 0 & 0 \\ 0 & -\frac{\delta t}{\epsilon^2} \end{bmatrix} + O(\delta t^{3/2}). \]

Therefore, \( \|C\| = O(\frac{1}{\epsilon}) \) and \( \|E_C\| = O(\frac{\delta t}{\epsilon^2}) \). These terms are shown in Figure 6(a) as a function of \( \delta t \). We want to choose \( \delta t = o(\epsilon) \) such that \( \|E_C\| \ll \|C\| \) (the yellow shaded region in Figure 6 indicates where \( \|E_C\| \ll \|C\| \)), so that the errors in the estimated covariance are small with respect to the covariance itself.

When we do not analytically know the functions \( f \) or \( g \), or the value of \( \epsilon \), we can detect such a regime empirically by estimating the covariance for several values of \( \delta t \). This provides an estimate of \( \hat{C} = C + E_C \) as a function of \( \delta t \). From Figure 6(a), we expect a “knee” in the plot of \( \|\hat{C}\| \) versus \( \delta t \) when \( \|E_C\| \) becomes larger than \( \|C\| \). Figure 6(b) shows the empirical \( \|\hat{C}\| \) as a function of \( \delta t \) for the data in Figure 4, and the knee in this curve is consistent with the intersection in Figure 6(a).

6.1.3. Recovery of the fast variable. Note that, for the example in (6.2), \( E_C \) is a constant diagonal matrix. Therefore, taking \( \delta t \) too large will not lead to nonlinear effects or mixing of the fast and slow variables. Rather, changing \( \delta t \) will only affect the perceived ratio of the fast and slow time scales (the fast “direction” will soon saturate).
To see this behavior in our diffusion map results, we must first discuss the interpretation of the diffusion map eigenspectrum. The diffusion map eigenvectors provide embedding coordinates for the data, and the corresponding eigenvalues provide a measure of the importance of each coordinate. However, some eigenvectors can be harmonics of previous eigenvectors [20, 13]; for example, for a data set parametrized by a variable $x$, both $\cos x$ and $\cos 2x$ will appear as diffusion map eigenvectors (see [16] for a more detailed discussion). These harmonics do not capture any new direction within the data set, but do appear as additional eigenvector/eigenvalue pairs. Therefore, for the two-dimensional data considered here, the fast variable will not necessarily appear as the second (nontrivial) eigenvector. As the time-scale separation increases, the relative importance of the slow and fast directions will also increase. This implies that the eigenvalue corresponding to the eigenvector which parametrizes the fast direction will decrease, and the number of harmonics of the slow mode which appear before the fast mode will increase.

Figure 7 shows results for three different values of $\delta t$ (the corresponding values are indicated by the dashed lines in Figure 6). When the time scale of the simulation burst used to estimate the local covariance (indicated by the red clouds in the top row of figures) is sufficiently shorter than that of the “saturation” time for the fast variable, the estimated local covariance is accurate and the (variability in the) fast direction is attenuated significantly relative to the slow variable. This implies that the diffusion map coordinate parametrizing the fast variable will first arise (and thus, the fast variable will be “recovered”) noticeably far down in the ordered diffusion map eigenvectors.

The left and middle columns of Figure 7 show that, for this example, when the simulation burst is shorter than the fast saturation time, the fast variable is recovered as $\phi_{10}$. However, if the time scale of the burst is longer than the saturation time of the fast variable, the estimated covariance changes: the variance in the slow direction continues to grow, while the variance in the fast direction is fixed. This implies that the apparent time-scale separation is smaller, the attenuation of the fast variable is less pronounced relative to the slow variable, and the fast variable is recovered in an earlier eigenvector (in our ordering of the spectrum). The right column of Figure 7 shows that, when the burst is now longer than the equilibration time, the fast variable appears earlier in the eigenvalue spectrum and is recovered as $\phi_6$.

We only discuss these “long” bursts in relation to the recovery (should that be desirable) of the fast variable. We have been focusing here on discovering the slow variables; if the burst time is long enough for the fast variable to appear “early,” we are clearly running for too long, and the local noise covariance estimation is already flawed.

6.2. Nonlinear observation function. In the second example, our data from section 6.1 will be warped into “half-moon” shapes via the function

\[
\begin{bmatrix}
y_1(t) \\
y_2(t)
\end{bmatrix} = f(x(t)) = \begin{bmatrix} x_1(t) + x_2^2(t) \\ x_2(t) \end{bmatrix},
\]

\[
g(y(t)) = f^{-1}(y(t)) = \begin{bmatrix} y_1(t) - y_2^2(t) \\ y_2(t) \end{bmatrix}.
\]

Figure 8 shows the data from Figure 4 transformed by the function $f$ in (6.5) and colored by time. This is a difficult class of problem in practice, as none of the observed/measured
variables is purely slow, and the observed system appears, at first inspection, to possess no separation of time scales. For this example, the analytical covariance and inverse covariance are

\[
C(x(t)) = \frac{1}{\epsilon} \begin{bmatrix} \epsilon + 4x_2^2(t) & 2x_2(t) \\ 2x_2(t) & 1 \end{bmatrix},
\]

\[
C^*(x(t)) = \begin{bmatrix} 1 & -2x_2(t) \\ -2x_2(t) & \epsilon + 4x_2^2(t) \end{bmatrix}.
\]

The fast and slow variables are now coupled through the function \(f\), and the Euclidean distance is not informative about the fast or about the slow variables. We need to use the
Mahalanobis distance to obtain a parametrization that is consistent with the underlying fast-slow dynamics.

6.2.1. Errors in Mahalanobis distance. We can bound the Mahalanobis distance by the eigenvalues of $C^\dagger$:

\begin{equation}
\lambda_{C^\dagger,1} \|y(t_2) - y(t_1)\|_2^2 \leq \|y(t_2) - y(t_1)\|_M^2 \leq \lambda_{C^\dagger,2} \|y(t_2) - y(t_1)\|_2^2,
\end{equation}

where $\lambda_{C^\dagger,1} \leq \lambda_{C^\dagger,2}$ are the two eigenvalues of $C^\dagger$. Therefore, for the example in (6.5), we have

\begin{equation}
E_M(y(t_1), y(t_2)) = -(y_2(t_2) - y_2(t_1))^4.
\end{equation}

Figure 9(a) shows $\|y(t_2) - y(t_1)\|_M^2$ and $|E_M|$ as a function of $\|y(t_2) - y(t_1)\|_2$. The Mahalanobis distance is an accurate approximation to the true distance $\|z(t_2) - z(t_1)\|_2$ when $|E_M| \ll \|y(t_2) - y(t_1)\|_M^2$ (the shaded yellow region in the plot indicates where $|E_M| < \|y(t_2) - y(t_1)\|_M^2$). We want to choose $\sigma_{\text{kernel}}^2$ in a regime where $|E_M(y(t_1), y(t_2))| \ll \|y(t_2) - y(t_1)\|_M^2$, so that the distances we utilize in the diffusion map calculation are accurate. We can find such a regime empirically by plotting $\|y(t_2) - y(t_1)\|_M^2$ as a function of $\|y(t_2) - y(t_1)\|_2$, and assessing when the relationship deviates from quadratic. This is shown in Figure 9(b), and the deviation from quadratic behavior is consistent with the intersection of the analytical expressions plotted in Figure 9(a).

Figure 10 (rows 1 and 2) shows the data from Figure 8, colored by $\phi_1$ for two different values of $\sigma_{\text{kernel}}^2$. The corresponding values of $\sigma_{\text{kernel}}^2$ are indicated by the dashed lines. When $\sigma_{\text{kernel}}^2$ corresponds to a region where $|E_M| \ll \|y(t_2) - y(t_1)\|_M^2$, $\phi_1$ is well correlated with the slow variable. However, when $\sigma_{\text{kernel}}^2$ corresponds to a region where $|E_M| \gg \|y(t_2) - y(t_1)\|_M^2$, the slow variable is no longer recovered.
6.2.2. Errors in covariance estimation. From (5.6), we find that, for the example in (6.5),

\[
E_{C,11}(\mathbf{x}(t), \delta t) = \frac{2\delta t}{\epsilon^2} - \frac{8x_2(t)}{\epsilon^2\delta t} \mathbb{E} \left[ \int_{t}^{t+\delta t} \left( \int_{s_2}^{s_2+\delta t} x_2(s_1)ds_1 + \int_{s_2}^{s_2+\delta t} x_2(s_1)ds_1 \right) ds_2 \right] + O(\delta t^{3/2}),
\]

\[
E_{C,12}(\mathbf{x}(t), \delta t) = E_{C,21}(\mathbf{x}(t), \delta t)
\]

\[
= - \frac{x_2(t)\delta t}{\epsilon^2} - 2 \frac{\delta t}{\epsilon^2} \mathbb{E} \left[ \int_{t}^{t+\delta t} \left( \int_{s_2}^{s_2+\delta t} x_2(s_1)ds_1 + \int_{s_2}^{s_2+\delta t} x_2(s_1)ds_1 \right) ds_2 \right] + O(\delta t^{3/2}),
\]

\[
E_{C,22}(\mathbf{x}(t), \delta t) = \frac{\delta t}{\epsilon^2} + O(\delta t^{3/2}).
\]
The error in the covariance is $O(\frac{\Delta t}{\epsilon^2})$. As expected, the error grows with increasing $\Delta t$. We can also see the explicit dependence of the covariance error (for fixed $\Delta t$) on the time scale separation $\epsilon$: larger time scale separation results in a larger covariance error, as a more refined simulation burst is required to estimate the covariance of the fast directions. $\|C\|$ and $\|E_C\|$ are plotted as a function of $\Delta t$ in Figure 9(c); the shaded yellow portion denotes the region where $\|E_C\| < \|C\|$. As in the previous example, we can empirically find where $\|E_C\| \ll \|C\|$ by plotting $\|C\|$ as a function of $\Delta t$ and looking for a knee in the plot. These results are shown in Figure 9(d).

Figure 10 (rows 1 and 3) shows the data from Figure 8, colored by $\phi_1$ for two different values of $\Delta t$. The corresponding values of $\Delta t$ are indicated by the dashed lines in Figures 9(c) and 9(d). When $\Delta t$ corresponds to a region where $\|E_C\| < \|C\|$, the slow variable is recovered by the

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure10.png}
\caption{Data from Figure 8, colored by the first diffusion map variable $\phi_1$ using the Mahalanobis distance for three different parameter settings. The relevant values of $\Delta t$ and $\sigma_{\text{kernel}}$ are indicated by the red dashed lines on the corresponding plots. Row 1: $\Delta t = 10^{-7}$ and $\sigma_{\text{kernel}}^2 = 10^{-2}$. Note that the parametrization is one-to-one with the slow variable. Row 2: $\Delta t = 10^{-7}$ and $\sigma_{\text{kernel}}^2 = 10^1$. We do not recover the slow variable because $\sigma_{\text{kernel}}$ is too large. Row 3: $\Delta t = 10^{-3}$ and $\sigma_{\text{kernel}}^2 = 10^{-2}$. We do not recover the slow variable because $\Delta t$ is too large.}
\end{figure}
first diffusion map coordinate. However, when $\delta t$ corresponds to a region where $\|E_C\| \gg \|C\|$, the slow variable is no longer recovered.

7. Conclusions. We have presented a methodology for computing a parametrization of a data set, assumed to arise from observations of a class of multiscale (fast-slow) stochastic dynamical systems, which “respects” the slow variables in the underlying dynamical system. The approach utilizes diffusion maps, a kernel-based manifold learning technique, with a modified Mahalanobis pairwise distance. We showed that this Mahalanobis distance attenuates (“collapses”) the fast directions within a data set, allowing for successful recovery of the slow variables. Furthermore, we showed how to estimate the covariances (required for this Mahalanobis distance computation) directly from data. A key point in our approach is that the embedding coordinates we compute are not only insensitive to the fast variables, but are also (approximately) invariant to nonlinear observation functions. Therefore, the approach can also be used for data fusion: data collected from the same system via different observation functions can be combined and merged into a single “intrinsic” (or “canonical”) coordinate system.

In the examples presented, the initial data came from a single trajectory of a dynamical system, and the local covariance at each point in the trajectory was estimated using brief simulation bursts. However, the initial data need not be collected from a single trajectory, and other sampling schemes could be employed. Brief time series were required here to estimate the local noise covariances, but given a simulator, one could reinitialize brief simulation bursts which are sufficiently short and refined from each sample point if necessary.

In our examples, we controlled the time scale of sampling; we could therefore set the time scale over which to estimate the noise covariance and could set the simulation time step to be arbitrarily small. However, in some settings, such as previously collected historical data, it is not uncommon to have a fixed sampling rate and be unable to reinitialize simulations at will. In such cases, and for the particular data, we might not be able to find an appropriate kernel scale given the fixed $\delta t$ such that we can accurately recover the slow variables. For these cases, the data cannot be processed as given; there is a possibility of remedying the situation by constructing useful intermediate observers, such as histograms, Fourier coefficients, or scattering transform coefficients [31, 46, 47]. Such intermediates are more complex statistical functions than simple averages and may be able to capture additional structure within the data. They also reduce the effects of noise and permit a larger time step. However, constructing such intermediates often requires additional a priori knowledge about the system dynamics and noise structure, and it was not pursued here.

As repeatedly stated, in our analysis, we have ignored finite sampling effects in our estimation. In reality, both the number of samples used to estimate the covariances as well as the density of sampled points on the manifold affect the recovered parametrization and provide additional constraints on $\delta t$ and $\sigma_{\text{kernel}}$. Future work involves extending our analysis to the finite sample case and providing guidelines for the amount of data required to apply our approach.

The method presented here provides a bridge between traditional data mining and a class of multi-time-scale dynamical systems. With this interface established, one can envisage using such data-driven methodologies to extract reduced models (either explicitly or implicitly via
an equation-free framework [15, 25, 26, 27]) which also respect the underlying slow dynamics and geometry of the data. Such reduced models hold the promise of accelerated analysis and reduced simulation of dynamical systems whose effective dynamics are obscure upon simple inspection.
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